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http://psg.com lists/rrg/ 2008/ msg00535. ht ml

Even with 10 billion mcronets, nost of them nobile, ny guess is that the
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Abst r act

Ivip (Internet Vastly Inproved Plunmbing) is a proposed map-encap
system which is intended to provide a solution for the routing
scaling problem- supporting growi ng numbers of end-user networks
with multihom ng, traffic engineering and portability, w thout
further growth in the global BGP routing table. Ilvip is also
intended to provide other benefits, including a new formof |Pv4 and
| Pv6 mobility and better utilization of |IPv4 address space. To

achi eve these benefits, lvip relies on a "fast nmappi ng database push”
system which is required to securely and reliably deliver updates to
the mappi ng database to hundreds of thousands - or potentially
mllions - of ITRs (Ingress Tunnel Routers) and Query Servers (QSes)
all over the Net, ideally within a few seconds. This ID describes
the requirements of such a systemand how it could be inplenented so
as to cope with very large nunbers of updates and | TR/ QS sites.
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1

I ntroduction

The aimof this IDis to establish that the fast push approach to
map-encap schenes is practical and desirable for very | arge nunbers
of micronets (EIDs in LISP term nology) and rates of change of the
mappi ng dat abase.

It is too early to quantify scaling limts and costs - and |ikew se
there are no concrete design goals for the future. This IDis the
first detailed step to devel oping at |east one kind of global, fast
push, mapping distribution system Ohers may well be devel oped.
Each such proposal provides a challenge to those who advocate a "ful
pul I " gl obal query server system (such as LISP-ALT), since the
arguments for "full pull™, with its inherent delay of sonme or many
initial packets, rely largely on how inpractical or undesirable it
woul d be to use a full push or hybrid push-pull systeminstead.

This I D describes in sone detail the nost novel and perhaps difficult
part of the Ivip system The rest of lvip's functionality will be
conmparatively easy to inplenment conpared to the equivalents in other
systens. For instance, the fast push system neans that | TRs do not
need conpl ex mapping i nformati on, do not need to probe ETRs for
reachability and do not need to make decisions about which ETR to
tunnel packets to

Wil e contenplating this anbitious proposal, the reader is requested
to renenber that a successful inplenentation of something like Ivip
woul d add i nmense value to the Internet - and not just by saving
money due to solving the routing scalability problem | mense val ue
woul d be added by better utilisation of |Pv4 address space and by the
system s ability to provide a new formof nobility, for both |IPv4 and
IPv6, with generally optimal path |lengths, few changes to the nmobile
host and no changes required for the correspondent host.

The benefits of a scheme such as this should notivate considerable
effort to devel op and depl oy sone kind of fast push map-encap schene.
These benefits are not just for the | ong-termgood of the Net or
Humani ty, but include direct benefits to those who provide the new
formor address space, and to those end-users who adopt it.

Ivip's overall architecture is described in [I-D. whittle-ivip-arch].
This IDis the first in a series to describe particular aspects of
the proposed system starting with the nost anbitious feature of the
design: a systemto push large nunbers of small itenms of "nmapping
data" to potentially mllions of sites all over the Net, securely and
reliably - and ideally within a few seconds. Please see the lvip
honepage http://ww. firstpr.co.au/ip/ivip/ for further material and

| at est updates, including the text of IDs which are del ayed by the
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| ETF subm ssion cut -of f dates.

Ivip is one of several "map-encap" schenes currently being considered
by the I ETF Routing Research Group. Ohers include LISP (Locator/ID
Separation Protocol) [I-D.farinacci-lisp], APT (A Practical Transit
Mappi ng Service) [I-D.jen-apt] and TRRP (Tunneling Route Reduction
Protocol) [TRRP].

The nost unusual and demandi ng part of Ilvip's fast-push systemis the
network of "Replicator" servers whi ch fan the mappi ng updates out to
the full database ITRs (I TRDs) and full database Query Servers (QSDs)
at recipient sites. Before describing this, several subjects are

di scussed in sonme detail:

1. The benefits which the fast push systembrings to lvip, conpared
to other map- encap schenes.

2. The goal s, non-goals and chall enges of this fast push system

3. How multiple RUAS (Root Update Authorisation System systens
combi ne their mapping changes into a formwhich can be fanned out
to the "Replicators".

1.1. Qutline of the RUAS, Launch and Replicator systens

In this ID, the largest part of the fast push systemis conprised of
t housands (perhaps several hundred thousand in the long term future)
of essentially identical "Replicator" servers. There nmay be other,
better, approaches, but this serves as a starting point.

There is a single stream of packets which carry the combi ned mappi ng
updates for the whole Ivip mapped address space. A finite nunber
(ten to a few dozen at nost) of RUASes work together with a shared
"Launch system' of distributed servers, which generates nultiple
identical streans of update packets over secure links to the first

| evel of Replicators.

At the first level, each Replicator receives two identical streans,
over separate authenticated and encrypted links, fromtwo different
Launch servers in different geographical |ocations, and over

di fferent physical long distance |links. The Launch system and
perhaps the first level (1) of Replicators will probably be

i mpl enented with private network |inks, rather than relying on open
I nternet addresses which are subject to flooding attacks.

If a packet goes missing fromone stream it will probably be present

in the second. As the packets arrive, the Replicator takes the first
one fromeither stream and sends its contents out sinultaneously on a
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| arger nunmber of simlar links to the next level of Replicators.
Consequently, the delay time for update information passing through a
Replicator is measured in nmlliseconds, and is conparable to the

del ays experienced in routers.

In this way, each Replicator consumes two identical streans from
geographically and topologically different sources, and fans the
content of the streans out to sone |arger nunber of Replicators,

| TRDs or QSDs at the next |level. This nunber of output streams per
Replicator may be in the tens to one hundred range, depending on the
vol ume of updates. Initially, it would be quite high, when update
rates are low - neaning that the initial global Replicator network
coul d serve the growi ng number of I TRDs a QSDs with few | evel s of
Replicators, and with each one fanning out updates to a | arge nunber
of Replicators at the next level. (It is possible to inmgine
multiple parallel Replicator networks to share the load, but this is
not contenplated further in this ID.)

After sonme nunber of |levels of replication, determ ned by I|ocal
conditions, the streans deliver the update information at an | TRD or
QSD. ldeally, each such end-point receives two streans fromtwo
geographically dispersed Replicators. These need not be at the sane
level, so the systemis relatively flexible, and each Replicator wll
generally be sending a conplete streans of packets.

The Launch system generates the streamas a vari abl e nunber of
packets on a regular schedul e, such as every second. Data within
each packet enables | TRDs and QSDs to authenticate the mapping
information, and to request fromrenote servers any packets which did
not arrive.

1.2. Background assunptions

For the purposes of this discussion, it is assumed there will be a
single global Ivip system wth multiple organisations being

responsi bl e for the managenent of the various bl ocks of address space
whi ch are managed with Ivip. It would be technically possible to run
multiple Ivip systens, or Ivip-like systens, in parallel, with
separate networks of ITRs, or with separate database fast push
systens and sone separate | TRs with sone I TRs handling traffic for
mul ti pl e such systens.

It would al so be possible for an organisation to establish an 1vip-
like system without reference to any | ETF RFCs, and to conduct a
busi ness renting out address space in small, flexible, chunks, with
portability and multi hom ng via any | SP who provides the requisite,
relatively sinmple, ETRs. Likewise for the nmobility potential of

I vip.

Wiittle Expi res August 21, 2008 [ Page 7]



Internet-Draft Ivip DB Fast Push February 2008

However, for sinmplicity, this ID assumes that Ivip devel opment will
be coordinated into a single global system as DNS is, follow ng
appropriate | ETF engi neering work and adm ni strative decisions in
RIRs and ot her rel evant organi sations. A devel opnent timefrane of
2009 to 2011 is assuned, with w despread depl oynent bei ng achieved in
the 2013 to 2015 tinmefrane.

Except where noted, it is also assuned that all full database |ITRs
and Query Servers receive a single global body of mapping data. An
alternative to be considered in the future is nore conpl ex, and has
various problems, but may be of value: that each site may choose to
receive a full push feed of mapping information for only sone parts
of the gl obal database, and rely on access to query servers in

anot her network when packets nust be handl ed which are addressed to
m cronets not included in the pushed subset. This approach is
contenplated in LISP-NERD [I-D.lear-lisp-nerd].

In addition to the gl obal fast push database update distribution
system di scussed in this ID, lvip also involves Query Servers sending
"notifications" to | TRs which recently requested mapping for a

m cronet whose mappi hg has just changed. This is a second form of
push - on a local scale - and will be discussed in a future ID
concerning I TRs and Query Servers. (It is also discussed in the

i vip-arch-00 1D.)

The fast push systemis conplenmented by a second system (di scussed
later in this ID) by which ITRs or Query Servers initiate downl oads
of snapshots of sections of the database - for initial boot up - and
by whi ch they can request specific update packets which did not
arrive via the fast push system

This 1D concentrates on | Pv4, since the future map-encap schene is
urgently needed for [Pv4, but will not be so urgent for |IPv6 for at

| east several nore years. |In principle, the sane arrangenents will
apply for IPv6, with a different and nore verbose data format than
the 12 or so bytes required for each |Pv4 mappi ng update. |t may
make sense to defer finalisation of any future |IPv6 map-encap schene
until substantial operational experience was gained with the |Pv4
schene.

A contrary perspective is that IPv6 will never be wi dely adopted
until end-users have nultihonmed (and portable) address space. Since
SHI M6 cannot provide the required network-centric approach to

mul ti hom ng (though SixOne [I-D.vogt-rrg-six-one] may achieve this),
the only way of providing nmultihonming to | arge nunbers of |1Pv6 end-
user networks without the unwanted bloat in the DFZ routing table is
to depl oy a good map-encap schenme ASAP.
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1.3. It may not be so daunting..

Ivip docunentation is witten with a preference for detail ed

di scussion over terseness. So lvip |IDs may appear rather daunting at
first. Hopefully these IDs will be clearly understandable, and the
reader will recognise that the future map-encap scheme i s a nonentous
devel opment, requiring detail ed consideration.

This I D focuses on handling billions of nmicronets and potentially
thousands or tens of thousands of updates a second. Ideally, with
good desi gn, sone nore el egant approaches can be found than those
present ed bel ow.

Al so, during initial deploynment, the demands on the fast push system
will be far lighter than those anticipated bel ow, so the system m ght
initially be somewhat sinpler. 1In the initial stages of

i ntroduction, there may be little need to depl oy dedi cated servers
for the "Replicator" functions, since the volume of updates may be so
light as to make it practical to run this software on existing
servers, such as nameservers

Furthernore, in the early years of introduction, when there are
hundreds of thousands or a fewmllion micronets, the low |l evel of
updat e packets (conpared to the highest inaginable |evels
contenpl at ed bel ow) shoul d enabl e each Replicator to fan out to nany
nmore next-level Replicators than would be possi bl e when hundreds of
mllions or billions of mcronets are handled by the system This
woul d nean fewer |evels of Replicators, fewer Replicators and
generally faster delivery of the mapping information than woul d be
possible with current technology if the systemwas handling billions
of micronets.
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2. Objections to push and hybrid push-pull schenes

Objections to a full push or hybrid push-pull map-encap schenes
constitute argunents for full pull schemes such as LI SP-ALT,
i ncl udi ng:

1. The size of the database (primarily the nunber of mcronets
multiplied by the average size of the mapping data) will growto
be so large that it will be inpractical or undesirable either to
concentrate the data in any one place, or to nake copies of it to
multiple locations. This IDis intended to show that a push
scheme, in this case fast push, can scale to very | arge update
vol umes and nunbers of m cronets.

2. The rate of change to the database will grow to the extent that
it will be inpractical or undesirable to send all those changes
to all ITRs (full push) or to sone | TRs and Query Servers (hybrid
push-pull). Ivip's flexibility addresses this second question to
a significant degree by enabling the one consistent architecture
to be deployed with | ocal decisions about how far to push the
mappi ng data, and therefore how much renmmi ning di stance fromthe
location of nost ITRs to be sending map requests and getting
responses. As long as the optinmal nunber of full database query
servers in the world is a few hundred or nore, then lvip's hybrid
push-pul | approach is clearly superior to a global query server
system because the paths of queries and responses will be nuch
shorter and therefore nore reliable and cheaper.

3. That any degree of push typically involves sending mappi ng data
to sites which will not use it. This is a valid concern and lvip
is not intended to provide mappi ng changes for end-users
necessarily free-of -charge, just as the TCP/IP protocols are not
intended to be used in a way in which any one party persistently
sends unwant ed packets to the service of any other party.

Adm ni strative and business arrangenents for this, to deter
frequent changes and/or to ensure end-users' nmmpping changes
involve a contribution to the cost of the fast push system wll
be discussed in the planned ivip-depl oynent |D.
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3.

Ivip conpared with other map-encap schenes

LISP-NERD [I-D.lear-lisp-nerd] is a "full push" map-encap system in
whi ch the full napping database and updates are "pushed" to every
ITR. Updates are sent fromservers in response to periodic requests
fromITRs. |lvip's fast push involves a dedicated network of
"Replicator" servers, which push a continual stream of updates to al
full database |ITRs (I TRDs) and full database Query Servers (QSDs).
These devi ces passively receive t he updates, which arrive ideally
within a few seconds of the end-user changing their mapping.

Because lvip involves caching ITRs (I TRCs), there is no need to push
the full set of database updates to every ITR, thus overcom ng the
primary inefficiency and scaling objections to a "full push" schene.

LI SP-ALT [I-D.fuller-lisp-alt] is a "full pull" system with a globa
ALT network by which | TRs send mappi ng queries to the authoritative
query servers, which are typically ETRs. (ALT also involves sendi ng
initial traffic packets by this global network, where they also
constitute a request for mapping information.) The primary benefit
of a "full pull" systemis that the mapping database is fully
distributed, and no traffic or hardware is involved in pushing the
mappi ng data anywhere. This neans the end users can have as nuch
mappi ng i nformation as they |like, and change it as frequently as they
desire, without requiring that these changes be sent to ITRs and QSes
all over the world. The primary objection to such a schenme is that
the necessarily global nature of the query server network will often
del ay the delivery of initial packets by times which are likely to
cause significant slowdowns in session establishment, causing
potential difficulties for higher level protocols and dissatisfaction
for users. Oher objections include difficulty trading off caching
time for faster responses to mappi ng changes, and bottl enecks in the
ALT network and in the few authoritative Query Servers (ETRs).

TRRP [ TRRP] too involves a gl obal query server system based on
separate DNS |i ke network, so the same difficulties arise with
initial packets in a new communication session potentially being
del ayed for large fractions of a second, or |onger.

In Ivip, all mapping queries are handled by | ocal query servers
which are likely to be faster, nore reliable and involve | ess overal
guery-response traffic than any gl obal system such as LISP-ALT or
TRRP.

APT [I-D.jen-apt] is the only proposal other than Ivip which invol ves
"hybrid push-pull" - pushing the full database to a subset of the
ITRs and to full database Query Servers (APT's Default Mappers
integrate both functions), with the remai nder of the I TRs sending
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their mapping queries to a |ocal Default Mapper.

APT involves a new instance of BGP operating on existing routers, to
flood the mapping changes to all participating ISPs. This is a nmuch
sl ower form of push than is intended with Ivip's new protocols and
speci al i sed "Replicator" servers.
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4.

4.

Benefits of Fast-Push

Many of the benefits of Ivip are entirely dependent upon the ability
to convey to every full database |ITRD and QSD in the world an end-
user's command to change the mappi ng of one of their mcronets (one
or nore contiguous |Pv4 addresses or /64 prefixes for IPv6). Before
descri bing the goals and potential inplementation of the fast-push
system the benefits will be discussed in sonme detail.

The future map-encap architecture should be as powerful and flexible
as possible - to solve the inmediate routing scalability problem
(which is closely bound to the I Pv4 address depletion problem) and to
provi de as nany other benefits as possible. For instance Ivipis
intended to provide a new formof efficient nmobility. A widely

depl oyed map- encap schenme is a powerful piece of infrastructure which
may in the future play a role in mgrating fromlIPv4d to | Pv6 or sone
other future Internet addressing architecture. The high speed with
whi ch information can be transmitted to the sites containing | TRDs
and QSDs is likely to make such a system nore suitable for
architecturally inportant tasks in the future which cannot be

f oreseen today.

Since the future map-encap architecture is a major addition to the
Internet, with its new kind of address space ideally being adopted
ubi qui tously be end-users large and small, it makes sense to

inpl ement the architecture with specifically designed protocols and
servers which enhance the new architecture's nodularity, power, speed
and scope for future enhancenents. This general principle and the
specific reasons |listed below are strong argunents for devel opi ng an
anbi ti ous and novel proposal such as lvip.

However, the new protocols and software which will be needed for this
fast push system are not necessarily highly demanding. All elenents
of the proposed fast push system can be inplenmented as software on
conventional servers. The overall fast push systemw |l ideally be a
much nore secure, reliable, predictable and easy to manage system
than any gl obal query server system such as LISP-ALT

1. Modul ar separation of the multihoning restoration functions

Map-encap schenmes other than lvip (LISP, APT and TRRP) are based on
the assunption that due to the vast size of the mappi ng database
and/or its rapid rate of change, that it is or will in the future be
i npossi ble for the end-user's w shes to be conveyed to all the
world's ITRs within a few seconds.

This assunption is untested. Perhaps this IDwll convince sonme
peopl e that the assunption is wong. Perhaps it will fail to do so
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and hopefully a better proposal for a fast push mapping distribution

systemw || be developed. It would be a terrible |ost opportunity if
the new architecture was built on the assunption that it nust be
based on pure pull, or slow push, when in fact it is possible and

clearly nore desirabl e to use fast push

Wth the assunption that fast push is inpossible, or for some reason
undesi rabl e, each I TR nust make its own deci sions about nultihom ng
service restoration

For instance, the | TR nust be given two or nore ETR addresses and
some criteria for choosing which one to tunnel traffic packets to
The decision could involve Traffic Engineering (TE) functions such as
| oad bal anci ng, but the nost inportant decision is which ETR to send
traffic to when one or nore of the ETRs is unreachable. This nmeans
that each individual | TR needs to deternine reachability to each ETR
listed in the mapping information and to make deci sions based on this
reachability and the criteria contained in the mapping infornmation.

Consequently, these proposals would result in the follow ng tasks
being built into the map-encap schene itself:

1. The exact methods by which each ETR s reachability could be
determ ned, presumably by each |ITR operating in isolation.

2. Simlarly, any other reachability functions, such as determ ning
whet her and ETR i s capabl e of delivering packets to the
destinati on network.

3. The logic of all decisions regarding ensuring continued
connectivity for multihomed networks, and |ikewi se for TE. These
need to be codified as part of the map-encap protocol, because
they need to be part of the functional specification for al
| TRs.

4. Simlarly, the logic of these decisions needs to be fixed as part
of the map-encap systemin order that a format for mapping
i nformati on can be defined.

5. Since these functions involve I TRs probing ETRs, it is also
necessary for the map-encap scheme to standardi se the ways ETRs
respond to such probes. This may involve ETRs naki ng deci si ons
based upon their own reachability and the reachability of other
ETRs (however deterni ned).

Consequently, a great deal of conplex functionality needs to be

defined in RFCs and inplenmented in every |TR and ETR. This becones
frozen into the map-encap scheme, making it difficult to inplenment
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even mnor variations on these functions once the systemis widely
depl oyed.

The inability of these other schenes to give the end-user direct
real-time control of how I TRs handl e packets whose destination
address falls within one of their mcronets neans that the map-encap
schene is a nonolithic system |In addition to tunnelling packets
fromI|ITRs to ETRs, these systens force all end-users to rely on each
system's inbuilt functions for detecting reachability, making
deci si ons about where to send packets etc.

Unl ess the map- encap schene is nmade exceedingly conplex (with
consequent devel opnent del ays, costs and security problens with I TRs
and ETRs) it is likely that sone or many end-users will be
dissatisfied with the limted functionality the system provi des.
Simlarly, the system cannot be used for any other purpose w thout a
conpl ete upgrade to all I TRs, and possibly ETRs.

Ivip provides a map-encap schene whose sole function is to collect
traffic packets into I TRs and to tunnel themto the ETR the end-user
speci fies for whichever mcronet the packet is addressed to.

Al t hough I TRs and ETRs do need to work together to solve some Path
MTU Di scovery and Fragnentation problenms, the I TRs are not invol ved
at all in determining reachability or making any deci sions.

The rapid (ideally, a few seconds or |ess) response of all Ivip |ITRs
to the end-user's mappi ng commands neans that end-users can (and
must) supply their own multihonm ng nonitoring system and nmake their
own deci si ons about how to control the behaviour of |TRs, for

mul ti hom ng, TE, portability or whatever other purposes the end-user
requires.

There may well be a role for | ETF work regardi ng detecting
reachability of multihonmed networks via various ETRs, but this is not
part of the current |vip proposal

End users can supply their own systens, make nanual decisions, or
hire the manual or automated services of other organisations to
control the mapping of their mcronets. This is a conpletely nodul ar
approach to nultihomng etc. - in contrast to the other proposals

whi ch monolithically build those functions into their proposed gl oba
net wor ks and protocols.

4.2. Reduction in the size of the mapping informtion
Wth real -ti me end-user control of |ITR behavior, it is not necessary

to provide nultiple ETR addresses, together with priority information
regarding nulti honming etc. Consequently, the quantity of mapping
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information in each update can be greatly reduced

In lvip, for each mcronet, only three items of information are
speci fi ed:

1. Start address of the micronet: 4 bytes for IPv4, 8 for |IPv6
(assuming /64 granularity).

2. Length of the nmicronet, as an integer nunber of |Pv4 addressees
or |Pv6 /64s: in principle 4 bytes for IPv4 and 8 for | Pv6, but
in practical ternms, half these figures are probably adequate.

3. Address of the sole ETR to which packets addressed to this
m cronet should be addressed: 4 bytes for IPv4 and 16 bytes for
| Pv6.

Note: Ivip is less functional than the other schenmes in one

i nportant respect. The other schemes provide TE in the form of

| oad spreading over nultiple ETRs for each given mcronet (EID
prefix, in LISP terminology). Ivip has no such capability. TE
for a single Ivip mcronet consists solely of steering the traffic
for this mcronet to one ETR or another. Load sharing for a
single 1 Pv4 address or IPv6 /64 is not possible with Ivip.

However if the traffic can be split over multiple such | Pv4
addresses or /64s, then each can be nade into a separate micronet
so that | oad sharing can be achi eved by napping each nicronet to a
different ETR Despite this limtation, Ivip may prove to be
better for many TE applications due to end-users being able to
fine-tune the mapping in real-tinme.

Al'l other schemes involve the specification of (typically) two or
nore ETR addresses, plus other information regarding priorities and
service restoration decisions. |vip' s nore conpact mepping

i nformati on nakes the task of distributing updates easier than for a
monolithic scheme in which ITRs nake multi homi ng restoration
decisions. Ivip may involve a greater nunber of updates, so this
advant age may be reduced or reversed. However lvip's functionality
is different fromthat of conpeting schemes, so direct conparisons of
the conpact ness of mapping updates are not particularly illumnating

Since mapping information nust be stored in every full database | TR
or Query Server, lvip's nore conpact mapping is an advantage in terns
of storage space conpared to that required for LISP-NERD or APT.

Anot her consideration is that the other schenes use full prefixes for
their mcronet/EID | engths, which is nore conpact, but |ess flexible,
than Ivip's integer number of |Pv4 addresses or |Pv6 /64s
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4.3. Reduced I TR and ETR functionality

As noted above, the fast push system enables real -ti me end- user
control of the world's ITRs, renoving the need for decision nmeking
and reachability probing fromITRs and ETRs. This contributes to
Ivip being sinpler to design, deploy and nenage.

4.4, Geater security through sinplification and nodul ari zati on

Simlarly, the many security problens, including Denial of Service
(DoS) problems, which arise in other schenes when | TRs receive
mappi ng i nformation from di stant, unknown, ETRs are avoi ded when the
I TR no | onger needs to nmake deci sions about reachability and

mul ti hom ng service restoration.

Instead, security of the mapping information needs to be assured as
part of the design of the fast push system Since this consists of a
limted nunber of streams of data, from well-established sources,
this should be easier in general than relying on I TRs and ETRs to
communi cate across the Net, w thout prior arrangenents, and without
prior know edge of each other's existence.

4.5. 1Pv4 and IPv6 mobility with generally optinmal path |engths

Ivip enabl es end-users to exercise fast, essentially real -tine,
control of which ETR packets addressed to their nicronet(s) are
tunnelled to by the global systemof ITRs. This enables a new form
of mobility with sone unique and favourabl e characteristics conpared
to traditional approaches to nmobile IP. This is discussed further in
[1-D.whittle-ivip-arch] and in a forthcomng ID devoted to Mbility.

Briefly, the idea is that the nobile host (or whatever device is the
recipient of traffic for a micronet of addresses) retains its IP
address wherever it is |located, and establishes one or nore care- of
addresses in various networks.

For instance, a | aptop or cell phone nay have a WFi connection to | SP
A and so a tenporary care-of address (perhaps or probably behind NAT)
in that network. It then establishes a link via 3Gto ISP B, with
anot her care-of address there. The npbile device needs to establish
tunnels fromeach care of address to one or nbre ETR |i ke devi ces,
which are optim sed for nobility. These Translating Tunnel Routers
(TTRs) conbine ITR and ETR functions with the ability to authorise
and service a two-way encrypted tunnel established fromthe nobile
device. An external, distributed systemof servers enables the
mobil e host's software to choose TTRs which are either within, or
close to, the network it is currently connected to. The TTRs and the
TTR |l ocation systens would typically be operated by conpani es who
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charge end-users

The nobil e devi ce sends out goi ng packets to the TTRs, which are able
to forward themto the rest of the Internet, perhaps performng |ITR
encapsul ation at that point. The npobile device and/or sone external
system controls the mapping of the mcronet for this device's address
space, causing all the world's ITRs to tunnel traffic packets to one
or the other of the two TTRs which the device has connections to.

Assunming the TTRs are relatively close to each point of connection to
the separate networks, then total path |lengths from corresponding
hosts will generally be optinmal or close to optimal. There is no
"hone agent" or "triangle routing". The system should work fine with
both I Pv4 and | Pv6, with no changes required for correspondi ng hosts,
and only sone additional software, rather than actual host stack
changes, for the nobile host.

Ivip's fast push systemis instrunental in enabling this new form of

mobility. Mobility such as this cannot be achieved with a sl ow push

system or with a pure pull system such as LISP-ALT - unl ess perhaps

such a system had a fast, global-scale notify (cache invalidation and
mappi ng data update) system which would probably be nore conpl ex and
| ess secure than Ivip's fast push system

Even when not used for nultihonming or nobility, the real tinme contro
of mappi ng enabl es the mcronet address space of end-users to be
conpl etely portable between any | SPs with suitable ETRs. Portability
and multi homing are the nost inportant goals being considered by the
RRG [I-D.irtf-rrg-design-goal s] (though "portability" is generally
described in other ternms). These are marketable attributes of the
new address space. The real tinme nmobility which Ivip can provide is
still nore marketable, and a further reason to expect that the new
architecture will be adopted willingly and profitably by I SPs and
end-users alike, rather than due to them having to be cajoled into
using it, for instance on the basis that it is the responsible way to
obtai n address space conpared to gai ni ng conventi onal BGP-managed P
space.

This formof nobility is not available via other map-encap schenes.

It does not seemto be widely known, or considered to be a
possibility by nost nobile | P devel opers - probably because they
either haven't heard of the concept of a global |TR-ETR network, they
don't think any such thing will be built, or they haven't

contenpl ated that such a network could be driven by a fast push
mappi ng distribution system
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4.6. Better suited to future enhancenents

A wel | designed centralised database update distribution system may
be nore suitable than a gl obal query system such as LISP-ALT for
enhancenent in the future, in which the I TR-ETR systemis required to
perform new and unanti ci pated functions.

For instance, perhaps the | TR-ETR system could be used in sone
creative way, with special addressing arrangenments, to provide
automati ¢ communi cati on between | Pv4 hosts and | Pv6 hosts, via

gat eways which the | TRs would tunnel packets to. Perhaps this could
be done with no I Pv4 host changes and some nmininal |Pv6 host changes.
This is a highly specul ative suggestion, but is an exanple of how the
| TR-ETR network could be used to create, or support, an inportant new
architectural devel opment. Some | TRs and Query Servers could be
upgraded to the new functionality and the information to contro

t hese new functions woul d be sent as part of the nain stream of
updates, in a distinct format which would be ignored by standard | TRs
and Query Servers.

Whittle Expi res August 21, 2008 [ Page 19]



Internet-Draft lvip DB Fast Push February 2008

5. Coals, Non-Goals and Chal |l enges
5.1. Goals

The overall goal of the fast push systemis to enable end-users, who
manage the mapping of their one or nore micronets of address space,
to securely, reliably and easily comunicate their mappi ng change
command to sonme organi sation with which they have a business

rel ationship, so that that change will be propagated to every ful

dat abase | TR and Query Server as soon as possible.

"As soon as possible" neans typical delay tinmes of a few seconds,
ideally zero seconds, but in practice probably four to five seconds.
(Most of this delay is in the RUAS and Launch systens, which could be
optimsed in the future to process the updates nuch faster than this,
wi t hout affecting the nuch | arger Replicator system

"Reliably" means that in the great mgjority of cases, the I TRs and
Query Servers receive every mappi ng change as expected, but that in
the relatively rare event of this being inpossible due to packet

| oss, that the device can recover fromthis situation within one or
at the nost two seconds by requesting a copy of the packet froma
renmote server. Reliability also involves robustness agai nst DoS
attacks. This can never be conpletely protected against for any
device on the open Internet, since its link(s) can easily be flooded
by packets sent from botnets etc.

"Securely" means that each full database |TR and Query Server which
receives the updates will be able to instantly verify that the
updates are genuine, rather than the result of an attacker who night,
for instance, send forged packets to that device or to sonme other
part of the fast push system

The mappi ng change command, as received by the TR or Query Server,
consi sts, as noted above, of a starting address and | ength
specificati on of the mcronet, followed by the address of the ETR A
zero for the ETR address indicates the |ITR should drop the packets.
Mul tipl e mappi ng updates woul d be enbodi ed in a datastream providing
suitable context for a stream of such updates for | Pv4, with a
separate set of packets probably handling another, simlar, type of
mappi ng i nformation for |Pv6. The data format needs to provide for
open- ended extensions in the future and to support authentication at
the time of reception.

The mappi ng change command, as sent by the end-user, or by sone other
organi sation or device which has the end-user's credentials, would

i nvol ve the I ength of the mcronet being checked to ensure it is the
same as the currently configured | ength of the mcronet which starts
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at that location. The end-user's commnd m ght be part of an
encrypt ed exchange involving a chall enge-response protocol and the
end-user's private key. Alternatively, an encrypted |ink could be
used, such as via HTTPS, and a conventional username and password
given as part of the conmand.

The end-user woul d previously have communicated directly or
indirectly with their RUAS to configure their total assigned address
space into one or nore micronets. This |ID concentrates on the
changes to existing mcronets. The |ITR and Query Servers shoul d

rej ect change commands for mcronets which overlap previously defined
m cronets which had a non-zero ETR value. So to the ITR or Query
Server, a mcronet mapped to zero can be remapped in whole or in part
to any address, including zero, or can become part of another
enconpassi ng m cronet napped to any address. M cronets which are
currently mapped to a non-zero address can only have their nmapping
changed for the entire mcronet.

Fromthis it can be seen that the I TRs and Query Servers perform

m ni mal sanity checking on the mappi ng changes they receive, once
they have been authenticated. A considerable [evel of sanity
checking is therefore to be perfornmed in each RUAS - for instance to
ensure that mcronets are never nmapped to an address which is part of
any mcronet. (In LISP term nology: "the ETR address must be an
RLOC'.) There may al so be additional |ists of addresses which al
RUASes are prohibited fromusing as ETR addresses.

RUASes and the nultiple servers of the Launch systemare few in
nunber and will be administered carefully, so this |ID does not

consi der automated aids to their managenent and debuggi ng. However,
the Replicators will be nunmerous and operated by a w de range of
organisations. It is a goal of this proposal to maxinm se the degree
to which this network can be robustly and easily managed, rather than
requiring a great deal of nmanual configuration etc. This goal is

di scussed addressed in the current 1D, but is for future work.

In order to debug the way the Ivip systemis used, such as transient
erroneous or malicious mapping updates which cause packets to be
tunnelled to addresses where they are not wel cone, there will need to
be a system which nonitors all mapping changes and keeps a |asting
record of them Then, aggrieved parties can search such a system for
the address on which the received the unwanted packets, and so
determ ne the nmicronet involved. This enables the aggrieved party to
conplain to the RUAS which is responsible for that nmicronet. This
"mappi ng history" function could be perfornmed by one or nultiple
separate systens, each sinply taking a feed fromthe Replicator
system Sonething like this needs to exist for all map-encap
schenes. This is not pursued in greater detail in the current Ivip

Whittle Expi res August 21, 2008 [ Page 21]



Internet-Draft lvip DB Fast Push February 2008

| Ds.
5.2. Non-goal s

Apart from checking the ETR address agai nst any specific exclusion
lists (such as specific prefixes, private and nulticast space) and to
ensure it is not part of a Mapped Address Block (MAB - a BGP
advertised prefix containing micronets), the entire Ivip systemtakes
no interest in whether there is a device at that address, whether the
address is advertised in BGP, whether there is or was an ETR at that
address, whether the ETR is reachable or whether the ETR can deliver
packets to the micronet's destination device

These are all matters which fall under the responsibility of the
m cronet's end user.

It is not a goal of the systemto keep mappi ng changes secret from
any party. This would be inpossible. Therefore, it cannot be a goa
of this or probably any map-encap schene that in a nobile setting,
the nmovenent of an individual's device fromone network to anot her
could not be inferred by anyone who nonitors the mappi ng updates
Consequently, there are fundanental privacy and security |lintations
to the use of this new form of address space. End users who want or
need to keep their physical |ocation secret will need to nake other
arrangenments than direct reliance on |vip.

Query Servers will issue map replies with a caching tine of their own
choosing. It is not a goal of the fast push systemto allow end-
users to affect that caching tine. This reduces the ambunt of data
in each update, and enabl es operators of Query Servers to use their
own rules or algorithms to optimise the various costs and benefits of
| onger or shorter caching tines in their own network. The |onger the
caching tinme the |l ess often the Query Server will be queried about a
particular mcronet, but the longer it nust send notifications for to
any | TR whi ch nmade such a query. Long caching times may burden the
menmory of | TRs which handle many mcronets, and the proliferation of
P2P traffic means that ITRs will often be handling packets addressed
to a broadly scattered set of mcronets.

As part of handling PMIUD and Fragnentation, | TRs may discover that
an ETR to which they are attenpting to tunnel packets is unreachable.
There is no provision in the current |vip proposal for this to be
conmuni cated back to other ITRs or to the RUASes. There could be
sonme benefits to this if it could be done securely and so as not to
al l ow DoS attacks, but in the current proposal, it is the sole
responsibility of the end-user to determi ne that the ETR selected is
reachable. This could be achieved quite well by hiring the services
of a widely distributed nonitoring service, with servers at many
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physi cal and topological locations in the Net. These servers tunne
packets to the ETR, just as an I TR would, so they are sent to the
destination network, where sonme process reports their arrival to the
monitoring system This could be a good area for | ETF engi neering
work, but is not part of the current proposal

Replicators performa best-effort copying of mapping update packets.
They do not store these packets for any appreciable tinme or attenpt

to request a packet in the sequence which is mssing fromtheir two
or nore input streans.

5.3. Chal |l enges

There are obvious chal |l enges building a gl obal network which is
distributed, to avoid any single point of failure whilst also being
highly reliable, coordinated and secure. For this network to
propagate information from one of many input points to a very |large
nunber (potentially mllions) of endpoints, with very |low | evel s of
loss, is a further challenge on the open Internet.

The Replicator system needs to operate on the open Internet, as do
the end-users' nethods of interaction with the RUASes, directly or
indirectly. However the RUASes, the Launch servers and the level 1
Replicators are probably best connected using private network |inks.

The cl osest existing technology to what is required may be Reliable
Mul ticast, but this is optim sed for long block I engths. This
technol ogy shoul d be considered in greater depth as an alternative to
what is proposed here, but the rest of this IDis based on the
assunption that novel techniques are required

Bui |l ding a new, nonent-to-nonment crucial, architectural structure
into the Internet is a serious undertaking, and conservative
approaches using established techni ques have obvi ous advant ages
because the conponent protocols are already inplenmented and well
known. Assum ng no such techniques can do the job, it is a challenge
to devise some new techni ques which RRG nenbers will confidently
assess as being capable of robust inplementation, wthout significant
risk of the design later being found to have fundanental flaws.

Every map-encap schene faces challenges in convincing first the RRG
then the |ESG that the proposed architecture is necessary, desirable
and better than all alternatives. Assuming the proposal is devel oped
to the point of becom ng Standards Track RFCs, the proposal needs to
be ent husi astically adopted by |ISPs and end-users of all sizes. A
proposal which relies for its adoption on notions of inpending doom
if not adopted, or on coercion, cajoling or appeals to benevolence is
not going to be widely adopted. The future map-encap schene needs to

Wiittle Expires August 21, 2008 [ Page 23]



Internet-Draft lvip DB Fast Push February 2008

be very widely adopted in order to solve the i medi ate probl em of
routing scaling, and to make a serious contribution towards better
utilization of |Pv4 address space.

Ivip's difficulties in this respect will hopefully be fewer than
those of conpeting schemes, because noney can probably be made from
the outset not just by renting out mcronet space for multihonmed end-
users of all sizes, but fromusing the sane techni ques, plus a gl obal
network of TTRs, for the new approach to nobility.

Internet history is littered with anbitious protocols and busi ness
ventures whi ch never delivered. Ivip, or any other map-encap schene,
will need broad support from | SPs, end-users and RIRs before it can
be wi dely adopted. Hopefully, fast push will be w dely regarded as
both practical and desirable.

Whittle Expires August 21, 2008 [ Page 24]



Internet-Draft lvip DB Fast Push February 2008

6. Definition of Terns
6.1. RLOC address space

Borrowi ng LI SP's Routing Locator term RLOC describes any address or
range of addresses in which packets are delivered to the destination
via conventional BGP routing nechanisms. All BGP advertised address
space today is RLOC space

6.2. Mapped address space

Once lvip is operational, a growi ng subset of the total space used
will be handled by I TRs tunnelling the packets to an ETR, which
delivers the packets to the destination. As such, this address space
is "mapped" by the Ivip map-encap schenme. Therefore, it can be
divided into smaller sections than is possible with BGP (256
granularity for IPv4, due to restrictions on |engths of advertised
routes) and each such section can be used via any ETR in the world.

6.3. MAB - Mapped Address Bl ock

A MAB is a BGP advertised prefix which is Mapped address space rather
than RLOC space. |ITRs all over the Net advertise this prefix,

tunnel ling the packets to ETRs according to the current mapping for
the destination address of each packet.

A MAB could, in principle, be as large as a /8. Larger MABs are
preferred in general, because each one burdens the BGP systemwth
only a single advertisenment, but includes the Mapped address space of

many end-users. However, for reasons discussed bel ow - including
|l oad sharing between | TRs and ease of initially |oadi ng snapshots of
the mappi ng database - it may be best if MABs are nore typically in

the /12 to /17 range.
6.4. UAB - User Address Bl ock

Each MAB typically contains address space which has been assi gned by

some nmeans to many (perhaps tens of thousands) separate end-users. A
UAB is a contiguous range of addresses within a MAB which is assigned
to one end- user.

A MAB coul d be assigned entirely to one end-user - as might be the
case if the end-user converted a prefix of theirs which was

previ ously conventional RLOC space to be managed by the Ivip system
General ly speaking, MABs are ideally |large (short prefixes) and each
contains space for multiple end-users. An end-user m ght have
multiple UABs in a MAB, but for sinplicity is assuned each has a
single UAB. UABs are specified by starting address and |length - they
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need not be on power of two boundari es.

UABs are inportant constructs for the entities which control the
mappi ng i nformation, but are not seen or used by |ITRs or the fast
push mapping distribution system

6.5. Mcronet

Following Bill Herrin's suggestion, the term"nicronet"” refers to a
range of Mapped address space for which all addresses have the same
mappi ng. I n LISP and APT, these are known as EID prefixes. In lvip,
a mcronet need not be on binary boundaries - it is specified by a
starting address and a length, in units of single |IPv4d addresses or

I Pv6 /64 prefixes.

An end-user could use their entire UAB as a single mcronet, or they
could split it into as many nmicronets as they w sh, and change t hese
di vi si ons dynamically.

Any micronet which is mapped to address zero will cause I TRs to drop
packets addressed to this micronet. A mcronet can be defined within
the whole or part of a contiguous range of address space which is
currently mapped to zero, by the fast push mapping distribution
system carryi ng an update nessage specifying the new mcronet's
starting address, its length, and a non-zero address for its mapping.

6.6. RUAS - Root Update Authorisation System

Mul ti pl e RUASes col l ectively generate the total stream of mapping
updat e nessages. Each RUAS is responsible for one or nore MABs.
There may be a dozen to perhaps a hundred RUASes. End-users with
Mapped address space have an arrangenment either directly with the
RUAS whi ch handl es the MAB their space is located within, or
indirectly through an organi sation such as a UAS.

6.7. UAS - Update Authorisation System

A UAS is the system of an organi sation which accepts nmappi ng change
comands from end-users, and conveys themdirectly - or perhaps
indirectly via another UAS - to the RUAS whi ch handl es the rel evant
MAB. An RUAS whi ch accepts mappi ng update commands from end- users
does so via its own UAS system

A UAS accepts upstreaminput fromend-users and/or other UASes. It
generates out put to downstream RUASes and/or other UASes. One UAS
may have relationships with nultiple RUASes. A MAB nay be assigned
to an RUAS and control of parts of this may be del egated to multiple
UASes. A single UAS may work only with a single RUAS, or with
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nmul ti pl e and perhaps all RUASes.

Whet her the MAB itself is admi nistratively assigned (by an RIR, or
sone national Internet Registry) to the UAS or to the RUAS is not
important in a technical sense. End-users will choose address space
according to the RUAS (and any UASes) it depends upon with care
because the reliability of this MAB's address space will forever be
dependent on these organisations.

The nunber of RUASes will be Iimted to enable themto efficiently
and reliably work together to create a single stream of updates for
the entire Ivip system The ability of UASes to act as agents for
RUASes and/or to have their own MABs which they contract a RUAS to
handl e t he mapping for, enables a | arge nunber of organisations to
conpete in the sale/rent of Mapped address space

6.8. UMJC - User Mappi ng Update Conmand

A UMJC i s whatever action the end-user perforns on one or nore

di fferent user-interfaces of whatever UAS they use to change the
mappi ng of their one or nore micronets. The system would al so be
able to tell the user the current mapping and also confirmthat a
request ed change to the mappi ng was accept abl e address.

For instance, the systemwould generate an error if the mapping was
to a disallowed address - nulticast, Mpped address space, private
address space or to some other prefixes which the Ivip system does
not support the tunnelling of packets. Simlarly, and error would be
generated if the end-user attenpted to change the mapping for sone
address space outside their UAB, or if they defined a new m cronet
within that space with non-zero mappi ng, which overl apped sone
addresses for which the mapping was currently non-zero.

For the sake of discussion, it will be assuned that all UMACs have
passed these basic sanity tests at the UAS and are for valid mapping
addresses - so a UMAC is a successfully accepted update command from
the end-user, or sonme person or systemor with the end-user's
credenti al s.

There could be many nmet hods by which this command is communi cat ed

i ncluding HTTPS web fornms with usernane and password authenticati on.
Chal | enge response SSL sessions night be nore suitable for automated
mappi ng change systens, such as a nultihoni ng nmonitoring system which
the end-user authorises to control the mapping of some or all of
their UAB.

In addition to authentication, the command takes the form of the
starting address of the micronet, the length of the micronet, and a
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single | P address to which this micronet will have its mapping
changed to.

6.9. SUMJC - Signed User Mapping Update Conmand

This is the information contained in a UMJUC, signed by the UAS which
accepted it fromthe user (or by sone other UAS), being handed down
the tree to another UAS or to the RUAS of the tree, so that the
reci pi ent UAS/ RUAS can verify the signature and regard the UMJC as
aut horitative.

6.10. MABUS - Update Stream specific to one MAB

This is a stream of data by which the real-tinme updates to the
mappi ng data for any one | MAB are conveyed. For the purposes of

di scussion, the RUASes and the Launch system are assuned to work in a
synchroni zed fashion, generating a body of updates for each MAB once
a second. (Probably the case of no updates will be codified
specifically in the update stream rather than just resulting in no
mention of the MAB.)

Each RUAS wi || generate one MABUS for each of its MABs. So each
second, the RUASes collectively generate a variable | ength body of
update information for every MAB in the Ivip system

The MABUS consist primarily of mappi ng updates: nicronet starting
address, |length and mappi ng address. These are all covered by a
common aut hentication systemfor this MAB, so that | TRDs and QSDs can
verify that the updates are genui ne.

The MABUS al so periodically contains other nmessages for the | TRDs and
QSDs. At present, the only such nessage is to the effect that at the
snapshot of the mappi ng database for this MAB has been nade, and is
available with a particular filenane frommnultiple servers

The RUASes work together with the Launch system and the Replicator
network to deliver every one second body of the MABUS, for every MAB,
to every I'TRD and QSD in the Net.

6.11. Launch server

A small (such as 8) nunber of widely dispersed Launch servers are
operated by the RUASes and work together to generate, every second,
multiple identical streans of packets to Replicators in the first

I evel (1) of the Replicator system The Launch server receives its
input in the previous second fromthe RUASes.
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6.12. Replicator

A cross-linked, tree-like, systemof Replicators forma redundant,
reliable, high-speed distribution systemfor delivering mapping
updates to full database I TRs and Query Servers all over the Net.

Each Replicator receives one or nore (typically twd) streans of
updat e packets from an upstream Replicator or Launch server. These
two source streanms should come from wi dely topol ogically separated
sources, ideally over two separate physical links. For instance a
Replicator in Berlin might receive its update streans from London and
Berlin, two sources in Berlin which are in different |SP networks, or
i n any conbination which mininises the likelihood that both sources
will be disrupted by any one fault.

The Replicator identifies the packets in each input streamby a
si mpl e sequence nunber in the start of the payload. It expects a
particul ar set of packet nunbers, and for each nunber, the first
packet to arrive is replicated to its nmultiple output streans.

In this way, unless the same nunbered packet is lost from both input
streans, each Replicator receives the full set of mapping update
packets for this second, and sends themto tens or perhaps hundreds
of downstream devi ces, which are other Replicators, or full database
I TRs and Query Servers.

The receive and send |inks use UDP packets which are encrypted
separately for each link, as discussed below. This prevents an
attacker from spoofing these packets and so altering the behavior of
| TRs.

Replicators could be inplemented in routers, but are probably best

i mpl emented in ordinary software on a GNU-Li nux/BSD etc. server.

They do not cache information and they don't need hard drive storage.
A full database | TRD or Query Server could al so operate as a
Repl i cator.

6.13. @QSD - Query Server with full Database
Like | TRDs, QSDs get a full feed of updates fromone or nore

Replicators. Like |TRDs, when they boot, they downl oad individua
snapshot files for each MAB in the Ivip system This is discussed

further in a later section. Query Servers, |ITRs and ETRs will be are
di scussed in greater detail in future Ivip IDs, and are discussed in
i vi p-arch-01

QSDs respond i medi ately to queries from nearby caching | TRs and from
caching Query Servers - and send notifications to these if mapping
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data changes for a mcronet which was the subject of a recent query.

QSDs have no routing or traffic handling functions. They need a |ot
of nmenory, so the best way to inplenent a QSD is probably on an
ordinary server with one or nore gigabit Ethernet interfaces. No
hard drive is required, except perhaps for |ogging purposes. A QSD
could be integrated with a Replicator function, and perhaps an | TRD
function - or for that matter an ETR function too

6.14. @QSC - Query Server with Cache

A QSC could be inplemented in a router. |t does not route packets,
but its nmenory and conputational requirenents are likely to be nopdest
conpared to those of a @QSD. There is no need for a full feed of
updates fromthe Replicator system However, each QSD nust be able
to get mapping information from one or nore upstream QSDs - or
perhaps via QSCs which thensel ves access upstream QSDs.

The easiest way to inplenent this would be software on a npdest
server, which would only need a hard drive for |ogging purposes.

6.15. |ITR - Ingress Tunnel Router

"ITR" is a general termfor a router or server which accepts packets
with Destination Address = a Mapped address (that is, an address
managed by Ivip, and not delivered directly by conventional BGP
routers). The ITR determni nes the mapping for the mcronet which
enconpasses the destination address, and encapsul ates the packet with
an outer header, to that address - where it will presumably be
decapsul ated by an ETR

I TRs need not be |ocated on RLOC addresses. However, it is likely
that the larger ITRs will be. |TRs can be on Mapped addresses, but
cannot be behi nd NAT.

6.16. |ITRD - Ingress Tunnel Router with full Database

An ITRDis an ITRwith a full copy of the current mappi ng database.
When it boots, it downl oads snapshots and then brings the data up-to-
date, and naintains it in this state, with updates received from one
- or ideally two or nore - Replicators.

Consequently, an ITRD is able to tunnel every packet addressed to
Mapped address space to the appropriate ETR

| TRDs can be inplenented in a suitable router with lots of RAM CPU

power and hi gh capacity dedicated FI B hardware. Lower traffic rates
coul d be handl ed by a suitably powerful server, wthout any hardware
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FI B.

An | TRD m ght also inplenment the Replicator, QSD and/or ETR
functions.

6.17. |ITRC - Ingress Tunnel Router wi th Cache

An | TR without a full copy of the mappi ng database - and so not
requiring a constant stream of updates from one or nmore Replicators.

The | TRC gains mapping information froma nearby QSD, perhaps via one
or nmore intermediate QSCs. It may buffer every packet it needs to
map, but is awaiting mapping information for, until it requests and
receives mapping information. Since the QSDis local (within netres,
kil onetres or at nost a few hundred km), the maxi num buffering tine

should be mlliseconds or tens of milliseconds. Subsequent packets
can be tunnelled inmediately. Alternatively, rather than buffering
the packet, it may be passed on to where it will enter a full

dat abase | TR, or perhaps another | TRC which al ready has the mapping
information for the rel evant m cronet.

Like an I TRD, an I TRC could be inplenmented in a conventional router
with high-speed FIB - assunming the FIB is capable of the tunnelling
function - or in a server without any specialised FIB hardware.

VWhile an | TRD requires |arge nenory capacity and a constant stream of
updates fromtwo or nore Replicators, an | TRC requires nenory only
according to the nunmber of mcronets for which it is currently
handling traffic. This makes the I TRC function nmuch nore practi cal
to inmplenent in "hardware routers", which have generally snmaller and
nore expensive nmenories than whatever is possible with commonpl ace
PG |i ke servers.

An | TRC m ght al so inplenent the QSC and/or ETR function.
6.18. ITFH - Ingress Tunneling Function in Host

A host which is not behind a NAT coul d have additional software in
its TCP/IP stack to performthe | TRC functions described above. It
needs a good link to a nearby QSD/ QSC system - so this would not be
sui tabl e over a dialup nodem or radio |ink.

Host software, CPU power and RAMis generally free of incremental
cost in this setting. This would greatly reduce the |oad on any

| TRCs and perhaps ITRDs in the rest of the network. An ITFH function
woul d be desirable in every web server in a hosting conpany, assuning
the servers had sufficient CPU and RAM resources.

A host perform ng NAT functions for some hosts on a private network
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is a good place to inplement ITFH, as long as this host is not behind
NAT itself. The nost common NAT situation is a DSL or cabl e nodem or
an optical hone/ SOHO adaptor. Technically these are routers, but
they are inexpensive and purely software based, and therefore m ght
be thought of as "hosts".

I TRCs and | TFHs coul d be overwhel ned by a | arge nunber of different
nm cronets inside the caching period, so they need to be able to drop
ol d cached mappi ng data when their RAMor FIB can't handle it. Then,
they need to be in a network position where an upstream | TRD wi ||

al ways find the packets they emt which they cannot encapsul ate.
Wth Ivip, this is always the case, depending on how congested the
nearest "anycast ITR in the DFZ" is.

6.19. ETR - Egress Tunnel Router

An ETR is a router or a server which receives encapsul ated packets on
one of its one or nore RLOC addresses, strips off the outer IP
header, copying its hop-count to the internal packet, and then by
sone nmeans ensures the resulting packet is delivered to the
destination host or network.

Unlike in other schenes, Ivip ETRs are not involved in reachability
testing by | TRs. However | TRs need to do sonme probing for PMIUD and
Fragment ati on managenent purposes. ETRs will also generally need to
respond to probing by other systens such as a nultihon ng nanagenent
system which is independent of the Ivip system and which decides
how mapping for a micronet should be changed to ensure conti nued
service via alternative ETRs.

6.20. TTR - Translating Tunnel Router for Mobile-IP

A TTR behaves, in part, as an ETR - a device with an RLOC address to
whi ch packets are tunnelled so that they will be decapsul ated and
delivered to the destination host or network, which in this case is a
Mobil e Node (MN). The MN establishes a two-way tunnel to the TTR
fromits care-of address, which can be behind NAT. The MN may have
such tunnels to other TTRs, including via different edge networks.

A TTR is also a means by which the MN can send packet out to the

Internet at large. The TTR may sinply emt the packets, or may
integrate an I TRD or I TRC function within itself.
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7. Update Authorities and User Interfaces

We now commence a detailed discussion of the fast push mapping
distribution systemitself, starting with the systens which accept
comrands from end-users (or their authorised representatives or
systens) and prepare the information for the Launch system

This is the early stage of an anbitious design, so a number of
options are contenpl at ed.

The final authority to control mapping information is fully devol ved
to end-users, who by neans of a username and password or some ot her
aut hentication nethod, are able to issue conmands to define micronets
within their UAS, and to map each micronet to any ETR

However the physical authority to control the mapping of all Mapped
space within a single MAB rests with a single RUAS. That RUAS nay be
acting for a UAS who is the assignee of the MAB. The RUAS may be the
assignee and may del egate control to one or nore UASes. The RUAS may
have rel ationships directly to the end-users of this MAB, through its
own UAS. Here we discuss the flow of information and trust between
these various entities, in real-tinme, so that every second (for
exanpl e, the actual time period will need to be carefully considered)
each RUAS assenbl es a body of update information for each of its
MABs.

In the diagrans bel ow, each RUAS or UAS is depicted as a single
entity. Each such entity acts as a single functional block, but wll
typically be inplenented as a redundant system over several servers.

7.1. RUAS Qutputs

7.1.1. Updates every second
Every second, for each MAB the RUAS is authoritative for, the RUAS
generates a set of mapping updates, and works with other RUASes to
integrate this into the next second's output fromthe Launch system
As previously nmentioned, these updates are primarily actual mapping
updat es for individual micronets within the MAB, but also contain
occasi onal nessages to the effect that a snapshot of this MAB' s ful

mappi ng dat abase has been nmade and is, or soon will be, available via
vari ous servers.

7.1.2. MAB snapshots

Every few minutes (or some other tine period, as chosen by the RUAS
but with sone reasonabl e maxi mum defi ned by a BCP) the RUAS nakes a
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copy of the conplete mapping information for a MAB. Snapshots for
each MAB are independent of each other, and so can be done with
di fferent frequenci es.

The snapshot is in a format which needs to be standardi zed, so it can
be downl oaded and understood by any I TRD or QSD, now and in the
future. This data format needs to be extensible to cover new kinds
of mapping information and other functions not yet anticipated -
which will be ignored by devices which are not capable of these
functi ons.

The exact format for this is for future work, but for instance would
begin with sonme identifying informati on about the MAB, a bl ock
defining that the follow ng data concerns | Pv4 nicronet mapping

i nformati on (and snapshot announcenents), with the possibility of

ot her bl ocks containing different kinds of data. Binary format woul d
probably be best, and the file could be gzipped for distribution.

Each such file will be given a distinctive nane, according to a
standardi sed format, which indicates at |least the MAB starting
address and length, and the tine of the snapshot.

The snapshot process will take a second or two to conplete fromthe
time it is initiated, and the resulting file will be copied to a
nunber of servers, ideally located in a variety of |ocations around
the Net.

Each such server would be run by the RUAS directly, or as part of al
RUASes wor ki ng together. The servers can probably be conventional
HTTP servers, so that | TRDs and QSDs can downl oad the snapshots when
needed. There is scope for sonme careful design with DNS so that
there is an automatic structure in the domamin nanes of these servers,
enabl i ng an expandabl e systemto be automatically used by | TRDs and
@QSDs wi t hout manual configuration.

These files will be publicly available, and need to be nade avail abl e
for sonmewhat |onger than the cycle time of snapshots. So with a ten
m nute snapshot cycle, the previous snapshot should be available for
a while - probably 10 minutes or so - after the new one is avail abl e.

Snapshots are downl oaded by | TRDs and QSDs when they boot, and if
they suffer a disruption in mapping updates which necessitates a
reload of this part of the conplete nappi ng database. To facilitate
this, MABs should not be too large - or at |least contain so many

m cronets - as to nmeke individual snapshot files excessively |large

At boot tinme, or when resynching, the ITRD or QSD will nonitor the
update streanms for each MAB until a snapshot announcenent is found

Whittle Expi res August 21, 2008 [ Page 34]



Internet-Draft lvip DB Fast Push February 2008

It will then buffer all subsequent updates and downl oad the snapshot
as soon as it is available. Once the snapshot has arrived, and been
unpacked to RAM the buffered updates are applied to it. Then, this
MAB' s part of the mapping database is up-to-date and the ITR can
begin advertising this MAB, and therefore tunnelling all packets

whi ch are addressed to this MAB

In order to reduce total path lengths, it would be desirable if an
ITRD or @SD in a given |ocation could access a nearby snapshot
server. |t may be desirable to have every snapshot of ever MAB in a
single server, or a single set of servers which are accessed by
geographically close ITRDs and QSCs. Anycast is not a good
technology for this, since file retrieval is best done via TCP
sessions. The ITR systemitself can't be used, to avoid circular
dependencies - so the servers nust be on RLOC addresses. Likew se,
any DNS servers involved in this server systemneed to be strictly on
RLOC addr esses.

Each I TRD or QSD needs to be configured with, or to automatically
di scover, two or nore such servers which are relatively close, so the
data can be found despite one server being down.

Perhaps these servers could be identified in a carefully structured
DNS hi erar chy:

XXXXX. YYYY.ipv4.ivipservers. net

Where xxxxx is one of an extendable list of localities and where yyyy
uni quely identifies the RUAS. |If snapshots fromall RUASes were
pooled into a single server, the latter would not be necessary.
However, it may be better to let each RUAS run its own network of
servers, which may involve a choice to use the same servers in sonme
or many instances as are used by ot her RUASes.

Initially, an RUAS may have a single update server for Australia, and
sone standardised |ist of xxxxx |ocations defines "au" as being the
value to be used by any | TRD or QSD whi ch seeks this RUASes server
which is closest to Australia. Later, the list could be extended for

nmore specific locations, such as "syd-au", "nel -au" etc. Then, every
RUAS woul d need to generate DNS entries for these as well, and point
them to whatever server was appropriate. |In the event they had no

server in Melbourne, they could make that FQDN resolve to the sane |IP
address as their only Australian server, in Sydney.

From the point of view of the ITRD or QSC, seeking an update for a
given MAB of a particular RUAS, the address to request the file from
could be made up fromthe RUAS identifier yyyy which is contained in
t he snapshot announcenment (in the stream of mappi ng updates),
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concatenated with a locally configured "xxxxx" and

"ipv4d.ivipservers.net". In the event that this server was
unavail abl e one or nore locally configured alternatives to this
initial "xxxxx" value could be tried - including one or nore for

near by countries.

The nost significant 24 bits of the MAB's starting address (probably
48 bits for I Pv6, assuming this is the granularity of BGP
advertisenments) for would be transforned into a text string such as
150.101.072. A simlar transformation of the precise tine of the
snapshot would result in a second text string, and these would be
used to reliably identify the appropriate directory and file in the
server.

7.1.3. M ssing packet servers

The cross-linked tree-structured Launch and Replicator systens should
provi de a robust method of delivering the conplete set of MAB updates
every second, to every |ITRD and QSD. There may be nore subtle and
efficient methods than this somewhat brute-force approach, which

i nvolves typically a doubling of the anobunt of update traffic in the

pursuit of robustness. However, the rate of updates will only be
probl ematic by current standards at a date so far in the future that
the technol ogy of the day will render the task far | ess daunting that

it would now be.

In the event that an I TRD or QSD m sses one or nore packets, it wll
be able to easily identify which are nmissing, due to the sequence
nunbers built into their payloads. This will transformeasily into
an address to use by which the missing one or nore packets can be
retrieved, probably via HTTP. Simlar arrangenments - probably the
sane servers to those just nentioned - would be used to |locate the
m ssing packet and download it.

7.2. Authentication of RUAS-generated data

Caref ul consideration nust be given to how | TRDs and | TRCs can
qui ckly and reliably ensure that the information they receive
ostensi bly fromeach RUAS is genuine. At this early stage of
devel opnent, the nodel is pretty sinple.

7.2.1. Snapshot and m ssing packet files
Each RUAS has a key pair and signs the MAB snapshot and m ssing
packet files. |ITRDs and | TRCs can verify the signature by reference

to certificates signed by some higher authority, or by some
alternative arrangenents
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Both these types of files are only handl ed occasionally, so the
overhead in perform ng crypto operations is insignificant.

7.2.2. Mappi ng updates

This principle does not apply to the update information contained in
packets received fromthe Replicator system |t would be onerous to
i ndividual ly authenticate each packet, or each body of updates from
each RUAS contained in potentially nultiple packets. Instead, at the
current early stage of devel opnent, a different nodel is proposed.

No doubt this can be inproved upon.

The Launch system servers will receive signed information, each
second, fromall the RUASes. Only when all such servers agree that
the information they received is authenticated will any of them send

that RUAS' s updates to the Replicator network.

The first level (1) of the Replicator network involves manual ly
configured, encrypted, links to Launch servers, with each Replicator
receiving a full stream of update packets fromtwo or nmore widely

di stributed Launch servers. Those links will involve encrypted UDP
packets so that each stream can be known to have originated at a
specific Launch server. The destination device will establish the
encrypted link with the source device.

It is proposed that the subsequent |evels of Replicators use the sane
techni ques, so that there is inplicit trust in the data received from
the two (or perhaps nore) upstream Replicators. This would be a
fragile arrangenent with a single upstream source, but since there

are two sources, with identical contents, it will be a sinple nmatter
in each Replicator to detect a condition in which one streamdiffers
fromanother. That will not prove which streamis correct, but it

woul d be enough to show that an attacker has gained control of one
upstream Replicator - enabling the current Replicator to shut down
and so not propagate bogus mapping infornmation.

Loss of a single Replicator will generally not affect the reliable
delivery of updates, due to the cross-linked nature of the network.
However, there remains a chance that an attacker's packet could be
replicated all the way to an ITRD or @SD. There, it could cause

traffic packets to be tunnelled to the attacker's chosen | ocation.

One approach to preventing this is to have each | TRD and QSD

aut henticate every packet, or nulti-packet body of update
informati on, from each RUAS, by each packet carrying a digita
signature. This seens expensive, but perhaps it would be practical.

Anot her approach would be to have the Launch system add one or nore
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packets to the stream containing MD5 (or some other hash function)
"checksuns" of either each packet, or each body of update information
fromeach RUAS. It would be trivial to have a checksum for the
entire second's worth of updates, but then a single mssing packet
woul d make it inpossible to check the rest.

The MD5 checksuns could be sent twi ce, for robustness, and sone care
woul d be needed in deciding on their granularity. A separate
checksum for every packet would be conceptually sinple and enable

i ndi vi dual packets to be accepted i mediately, even if another packet
was not received and so required a "m ssing packet" request.

However, this increases the nunber of MD5 checksuns to transmt.

The current proposal is to have an MD5 checksum for each MAB for
whi ch updates are received, which may be | ess than a packet, or
per haps nore.

7. 3. RUAS - UAS interconnection

This section depicts a single tree of delegated responsibility for
the user control of nmapping of one MAB. The Root UAS at the base of
the tree is run by Conpany X - RUAS-X. RUAS X could be authoritative
for other MABs, and each such tree of del egati on may have the sane
set of other UAS systems, or it could be different. Each del egation
tree is separate fromthe del egation trees of other MABs, even if
they |l ook sinilar, because the tree includes specific subsets of the
whol e MAB address range as one of the defining characteristics of its
branches and | eaves.

The initial action which | eads to the database being changed is a
user generated (manually or by the user's equiprment or by a system
aut hori sed by the user) UMJUC (User Mappi ng Update Conmand).

For authorising and feeding UMJCs to the RUAS-X, there is a tree as
depicted in Figure 1. Delegation of authority flows up the tree as
the total address range of the MAB is split at each branching
junction. This tree structure involves data, in the formof SUMJCs
(Si gned User Mapping Updated Commmands) fl owi ng down towards the root
of the tree. (Data would also flow up the tree so each user-
interface | eaf could tell end-users what their current mappi ng was,
could test their requests against constraints etc.) The idea is that
RUAS- X coul d del egate control of one or nore subsets of the MAB's
total range of addresses to sone other system which in turn could
del egate control to other systems. There would be no absolute lint
on the height (usually called depth) of these hierarchies.

The servers which handl e the end-user interaction needs to be one of
the leaves of this tree structure, so as not to burden the RUAS-X
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dat abase servers thenselves with details of user interaction. This
enabl es various conpanies to give different kinds of control for the
Mappi ng of the | P addresses their branch of the tree controls.

Figure 1 does not show RUAS-X having any user interface servers, but
it could. The sinplest arrangenment would be the RUAS having sinmply a
user-interface server and no tree of other UASes.

There woul d need to be | ETF standardi sed nmet hods by which some server
coul d execute a UMAC with the user-interface servers of any of these
UASes. This standardi sation would be especially inportant for

mul ti hom ng, because some reasonably trusted conpany could run an
automat ed nmonitoring system and have the credentials (usernane,
password, key etc.) stored in their systemso their system can change
t he mappi ng of one or nore micronets the nonent one |ink was detected
to be faulty. Also, the conmpany (such as X, Y or Zin Figure 1)

whi ch controls a particular range of the Mapped space nmay offer such
a rmultihom ng nmonitoring systemitself

The tree in this exanple controls an MAB with the address range
20.0.0.0 to 20.3.255.255. In this exanple, conpany X has been
assigned by an RIR the entire range 20.0.0.0 to 20. 3. 255. 255

Conmpany X sublets to Y a quarter of this: 20.1.0.0 to 20.1.255. 255.
These divisions are on binary boundaries, but they need not be. It
woul d be just as possible for X to delegate to Y an arbitrary subset
of the whole range, or the entire range - or just one |IPv4 address or
| Pv6 /64.

X's Root Update Authorisation Server (RUAS) has a private key for
signing all the MAB snapshot files it periodically creates and makes
avai | abl e.

In this exanple, conpany Y del egates control of some of its space to
conpany Z, and Z has an end-user U, who needs to control the mapping
of a UAB containing one or nore micronets in Z' s range.

Z has various interfaces by which Ucan do this, with its own
arrangenments for authentication, for nmonitoring a nultihom ng system
and maki ng changes automatically etc. |Ideally there nmight be one or
nmore automated, host-to-server, |ETF standardi sed protocols so al

end users coul d have standardi sed software for tal king to whichever
conmpany's servers they use to control the mapping of their IP
address(es).
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\ \ | | Moni t ori ng
\ \ | | I nc.
\ /
\----. Web interface -
ot her protocols .
etc.
UAS-Z........
I
Ot her conpani es |
like Y and Z |
[----- <----]
I VL
I I \|/
| | UAS-Y
Vo I
L Y A R G /
V]
\|/
S

RUAS- X Root Update Aut horisation Server conpany X
\

V  \->] Miltiple web servers for MAB snapshot ]

| [ and mi ssing packet files. ]

I

| O her RUASes |ike RUAS-X, each authoritative

| for mappi ng one or nore MABs and producing
I
I

regul ar MAB snapshots and update streans to
which are sent to all |ITRDs and Query Servers

I I I

I I I

I I I

I I I

| | |
\ I I I I
I I I I I
vV Vv \% vV Vv
| | | I |
Each |ine depicts 8 streans of packets with

i dentical payl oads - one stream for each of
the 8 Launch servers.

Figure 1. Del egation tree of UASes above one RUAS.
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When user-U (or a device or systemw th user-U s credentials) changes
the mapping of their mcronet via a web interface this is achieved
via Z's website, authenticating him, her- or it-self, by whatever
means Z requires. This causes UAS-Z to generate a signed copy of
this update command (a SUMJC) and to send it to UAS-Y.

The SUMUC consists of three itens (assuming |Pv4 for sinplicity): A
starting address for which nmicronet this update covers, a range
(>=1), and a new mappi ng value (ETR address), which will also be a 32
bit integer. The SUMAC could also consist of atime in the future

t he update shoul d be executed

UAS-Y trusts this SUMJC because it can authenticate UAS-Z's
signature. It strips off the signature and adds its own, before
passing the SUMJUC down to the next |evel: RUAS X

RUAS X | i kewi se has a copy of UAS-Y's public key and within a
fraction of a second of Uinitiating the UMUC, the master copy of
this MAB's database, in RUAS X is altered accordingly. (This would
be a distributed, redundant, database system)

Authority is delegated up the tree, because UAS-Y will only accept
update commands if they are signed by one of its branch UASes, and
for the particul ar address range that UAS has been authorised to
control.

User-U may have given their username and password etc. to Multihom ng
Monitoring Inc. so this conpany can nonitor their nultihom ng |inks
and change the mapping as soon as one |ink goes dowmn. UAS Z doesn't
know or care who actual |y makes the change - as |long as they can

aut henticate thensel ves for whatever mcronet they want to change the
mappi ng of.
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8.

8.

The Launch system

In this discussion 8 Launch servers will be assumed. The exact
nunber could be varied over time. Initial introduction could no-
doubt be done with a sinpler system but the purpose of this

di scussion is to explore how a the systemcould scale to very |arge
nunbers of mcronets and updates per second

The exact logic of the Launch systemrenmains to be determ ned. The
following is a rough guide to how it m ght be done

The task of the Launch systemis every cycle - in this exanple every
second - to collate the update information fromall the RUASes, agree
on what has been collected, and then to generate multiple streans of
packets containing that information, frommultiple locations, to the
wi dely geographically dispersed level 1 Replicators. Links between
the Launch servers night best be done via private links to avoid
packet flooding attacks. Likewi se the links to level 1 Replicators.

Each Launch server has a link to every other Launch server, and every
RUAS has a link to every Launch server. This nmay seemrather over-
engi neered, but the systemw |l be robust in the event of failure of
quite a few of these links, and the task at hand is a nonmentous one,
deserving considerable effort to make it fast and reliable.

The exact details of how packets are handl ed, information conbined
into packets etc. remmins for future work.

Each Launch server may be a single physical server, with a live
backup at the sane address, or a redundant cluster of servers which
behaves as one.

VWil e the Launch servers are sending out the update packets for one
second, they are conparing notes about updates to be sent in the next
second and col l ecting updates to be sent in the second after that.
Per haps this one second timng clock will prove to be too anmbitious,
or the operations may be broken into four phases, rather than three

1. Phase 1 - collecting updates from RUASes

In phase 1, all RUASes attenpt to send their conplete set of updates
to every Launch server, where they are buffered in readi ness for
Phase 2. The Launch server authenticates this infornmation, by
standard cryptographi c neans based on the public key of each RUAS

The contents of each RUAS s updates are then collected, and an MD5
(or sonme other hash algorithm checksum (actually a digest) is
created for each one
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8.2. Phase 2 - checksum conpari son

Each Launch server sends to every other Launch server its record of
the checksunms of the updates received from each RUAS.

Thi s enabl es each Launch server to identify its state as one of the
fol |l owi ng:

o0 Normal: no received set of checksuns includes updates from nore or
di fferent RUASes than where received by this RUAS and all the
checksuns agree with the local values. Therefore, this Launch
server has established that it correctly received the conplete set
of updates.

0 M ssing updates: One (nmaybe sone higher figure) or nore received
lists contained checksuns froman RUAS for which this Launch
server did not correctly receive any updates. Therefore, this
Launch server has established that it has m ssed out on updates
fromone or nore RUASes.

o Invalid updates: The | ocal checksum value for one or nore RUAS
sets of updates does not equate to two or nore checksunms from
ot her Launch servers, which thenselves are equal. The Launch
server has established that it received an erroneous copy of at
| east one RUAS s set of updates.

Each Launch server now sends a signed nessage to the other Launch
servers, containing the state determ ned above: Normal, invalid
updat es or mi ssing updates

Those Launch servers which are in the Normal state count how many
others are also in this state. |If the nunber is above sone "quorunt
constant, say 4 in an 8 server system then each such Launch server
is ready to send the collected updates in phase 3. These Launch
servers independently process the same update data into a series of
packets, wi th sequence numbers which can easily be identified by the
reci pient devices - initially level 1 Replicators. Those packets are
stored, ready for transmission in phase 3.

Normal |y, all 8 Launch servers will receive the same information
correctly, and so will participate in phase 3. The purpose of this
constant is to ensure that there will not be a condition in which
only one or two Launch servers participate in phase 3. The idea is
that the updates will be launched into the Replicator network
robustly, or not at all

Wth further devel opment work, it should be possible to fine-tune
this systemto adequately guard agai nst single or multiple points of
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failure, but also to ensure that the systemonly sends out data when
it can send fromat |east three, or four, or sone constant nunber of
Launch servers. Careful analysis will be required to anticipate
various failure nodes.

RUASes nonitor the output of the Launch system and if a particular
second's worth of updates are not sent, then the RUAS will send them
agai n soon.

This rai ses sone potential ordering difficulties, where one second
contains a cormmand to nap a mcronet to zero, and the next second
contains a command to map part of it to sone valid address. While
these could be conbined in the one second, if they were not, and the
first second was not sent, then the second second's conmand woul d
fail in the ITR, because it would be defining a new snmall er m cronet
in part of a micronet which was not at the time mapped to zero.
Further work required, but the RUAS can predict the problens which
the I TR woul d have, and generate suitable updates to make the same
results occur.

The above algorithmw |l need to be extended so that a flaky RUAS
which only transmts to a few Launch servers, will not cause the
quorumtest to fail, due for instance to two Launch servers getting
its updates, and the rest recognising that they didn't.

8.3. Phase 3 - identical update streans

Those Launch servers which have the full set of update data now send
the packets they generated, in separate encrypted streanms, to level 1
Replicators. It would probably be best if the packets are sent in
numeric sequence, with sending tinmes decided to spread the packets
over the whol e second. Exactly how many level 1 Replicators there
are, and how many are driven by each Launch server, will be a matter
for further work.

The result will be in each cycle that either the full set of updates
are sent out, robustly, by all or alnpst all level 1 Replicators.
Even if there is a relatively high packet |oss fromsone or nmany of
these, and sone broken links, all, or alnost all level 2 Replicators
will receive a full set of packets.
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9. Replicators

Further work is required to reach a nore precise description of how
the update information is placed in packets, and signed in such a way
that | TRDs and QSDs can be sure they have received the correct

i nf ormati on. If we assune that this problemcan be solved, then the
foll owi ng description of the functionality of individual Replicators
and the way they are arranged will |ead to an understandi ng of how
they forma robust, packet anplifying, global network for delivering
the out put of the Launch systemto a mllion or nore | TRDs and QSDs.

(See "Figure 2 Tree of UASes above one RUAS".)

\ [ / } Update information from end-users
\ VvV / } directly or via | eaf UAS systens.
\ ]
\|/
RUAS- X - >-----mommiom - [ snapshot & m ssing packet HTTP server 1]
I\ \
/A \--[snapshot & m ssing packet HTTP server 2]
/A \
/ vV o\ \-- etc.
| \
| o o .
| 30 individually streans of identical real-tine
| updates to the 8 Launch servers - for RUAS-X s MABs.
I
I
\ \ | / / Each of the 8 Launch server gets a
\ \ A\ / stream from every such RUAS.
\ \ /
[ Launch server N| The 8 Launch servers have links with each
/A A ot her, and each second, all, or nost of
I Vv \\ them send streans of update packets to a
I 1 1\ nunber of level 1 Replicators. For instance
| 32 in this exanple, with each |aunch server
| sendi ng packets to 16 Replicators.
I
\
\ / Even with packet | osses and link failures,
\ / nmost of the 32 level 1 Replicators receive
level 1 \ / a conpl ete set of update packets, which
[ Replicator] they replicate to 16 level 2 Replicators.
A A I

I 1V o\
|

/A \ In this exanple, each Replicator consumes
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| two feeds fromthe upstream|level, and
/ generates 16 feeds to Replicators in
/ the |l evel bel ow (nunbered one above the
\ / current level). So each |evel involves
\ / 8 times the nunber of Replicators.
level 2\ /
[ Replicator] These figures mght be typical of later
/A A years with a billion mcronets, however
I/ Vv \\ inthe first five or ten years, with
F 0 1 1\ fewer updates, the anplification ratio
I \ of each level could be nuch higher.
(.
|

| \ Replicators are cheap di skl ess Linux/BSD
| [ servers with one or two gigabit Ethernet
| | links. They would ideally be |ocated on
stub connections to transit routers
levels 3 to 6 t hough the Level 5 and 6 Replicators
(32,000 and 128,000 respectively) m ght
\ | \ / be at the border of, or inside, provider
' \ / | ar ger end-user networks.

| TRD QsD | TRDs and QSDs get two or nore ideally
identical full feeds of updates - so
occasi onal packets m ssing from one
are no problem since the other stream
provides a packet with an identica
payl oad.

Figure 2: Miultiple levels of Replicators drive hundreds of thousands
of I TRDs and QSDs.

.1. Scaling limts
The Replicator systemis scalable to any size sinply by adding

Replicators. Assuming two input streans for each Replicator, N
out put streans gives an N2 anplification of stream nunbers per

level. N could be quite high in the early years of introduction,
when the nunmber of micronets and updates is small by conparison with
the design target of one to ten billion micronets, w th acconpanying

update rates driven by their use for handhel d nobil e devi ces.

First, a maximal |Pv4 exanple will be considered. Assune a billion
m cronets, nost of themfor single | P addresses. Presumably nost of
these will be for individual end-users, at hone or with nobile
devices. The update rate will be relatively low for multihom ng the
hone and office-based mcronets, but the update rate for nobile
devices could be much higher. Half a billion nobile mcronets, each

with an update every 3 hours, involves 47k updates a second, on
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average. The raw data of each |Pv4 mapping update is about 12 bytes,
so addi ng 50% protocol overhead, this is 846k bytes a second - about
10Mops on average. Peak data rates would be higher.

By the tinme such | arge update rates eventuate, Replicators based on
commodity PCs will be able to handle such rates, and the bandw dth
involved will not seemas frightening as it is today.

While a pure pull systemcan scale effortlessly to any nunber of

m cronets, with any rate of change to the mapping, it can't support
mobility - which is the only reason there would ever be such | arge
nunbers of micronets or updates. Any initially "pure pull" system
whi ch coul d support nobility would require either short caching tines
and so massive volunmes of queries and responses, or would require a
"notification" systemrivalling the fast push system descri bed here.

IPv6 could theoretically involve tens of billions of micronets - and
t he mappi ng data woul d be nore vol unm nous due to the | ong addresses
involved. Still, a system based on principles such as described in
this ID would be well placed to be the nobst scal able solution to the
pr obl em

In a systemsuch as this, there needs to be sone financial charge for
each update - which need not be so high as to deter the mpjority of
end-users.

At sone point, with extrenmely |arge nunbers of mcronets and updates,
the fast push system woul d become unwi el dy, even wi th the technol ogy
of the day. However realistic projections are inpossible to make at
this stage of devel opment. The question is whether a system such as
this is practical and desirable, considering the benefits it provides
over a pull and cache, or pull with notify system A "pull with
notify" systemon a global scale is Iikely to be nore conpl ex and
insecure than a fast push system

Ivip involves a fast push systemto sone depth in the network, as
chosen by operators given all the local conditions, update rates,
bandwi dt h costs, technol ogical capabilities of servers etc. Beyond
that, lvip uses query and cache with notify - but only over short

di stances where the delay tinmes are short, the path lengths are a
smal | fraction of the distance around the planet, and where costs are
low and reliability high, conpared to a global query server system

It is difficult to quantify the |inits of a systemsuch as this, or
the tasks it will need to performin the future. However, if an
architecture such as this seens feasible, its design should be

devel oped further so that nore concrete estinmates can be made of its
short-term cost and worth, and of its long-termpotential to scale to
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very | arge sizes.
9.2. Managing Replicators

Replicators should be easy to create and deploy. Any substantia
server with the requisite software, in a suitable location, will do
the job. However a successful systemw ||l require sone nmechani sns
whi ch ensure reliable operation with a mnimal amunt of
configuration and ongoi ng managenent.

In the current nodel, each Replicator normally receives feeds from
two upstream Replicators, and generates some figure N feeds for
downstream devi ces. Each Replicator should be able to request and
qui ckly gain a replacenent feed from another upstream Replicator if
one of those it is using becones unavail able, or unreliable

This requires that Replicators in general be operating bel ow
capacity, so that when others in their level fail, they can take up
the slack. This needs to be locally configured beforehand, with
upstream Replicators of organisations which have agreed to provide
the feeds, and with downstream Replicators of organisations who have
requested them

It is possible to i magi ne a sophisticated, distributed, nmanagenent
system for the Replicator network. This could be devel oped over
time, since for initial deploynent, considerable manual configuration
and | ess automati on woul d probably be acceptabl e.
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10. Security Considerations

There are many potential security problens with any bold new
architectural addition to the Internet. This ID nentions sone
aut hentication and security issues and possible solutions to them

but the full consideration of security will occur as the proposal is
fleshed out in greater detail
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11. | ANA Consi derations

[To do as nore detail is devel oped about data formats and
comruni cati on protocols.]
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